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Abbreviations 

ML  Machine learning 

DL  Deep Learning 

MLP  Multilayer perceptron 

GRU  Gated recurrent unit 
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1. Executive Summary 

The main objective of the D6.1 is to create innovative data structures DLNNs to predict 
cardiometabolic outcomes and treatment discontinuity using registry and clinical data. Our machine 
learning and deep learning framework for this objective is now complete and the codes are freely 
available via Github repository (https://github.com/ylzhang29/ML-DL_Framework).  

2. Deliverable report 

The registry and clinical data are typically tabular data. There is a number of machine learning 
(ML) and deep learning (DL) models that are especially suitable for tabular data and have been used 
successfully in our previous work with various different type of tabular data including registry and 
clinical data, genetic and transcriptomic data, tabular outputs of the magnetic resonance imaging data, 
as well as COVID-19 epidemiological data (Chen et al., 2020; Faraone, James, Chen, & Larsson, 2019; 
Tylee et al., 2017; Yanli Zhang-James, 2020; Y Zhang-James, Buitelaar, The ENIGMA- ASD Working 
Group, van Rooij, & Faraone, In Press (2021); Y. Zhang-James et al., 2020; Yanli Zhang-James, Glatt, & 
Faraone, 2019; Y. Zhang-James, Helminen, et al., 2021; Y. Zhang-James, Hess, et al., 2021).  

To accommodate the wide varieties and sources of the data that we will be analysing within 
TIMESPAN, we have designed a ML/DL framework that incorporates these models and their 
supplementary methods aiding data input/preprocessing, feature engineering/dimension reduction, 
model hyperparameter search, model stacking and ensemble, as well as inferring model 
interpretability. The codes for these tools and models are freely accessible via our github repository 
(see the link above). Sufficient documentations are included within the code files to facilitate 
adaptation to user-specific dataset. 

All codes are written in Python, using Scikit-learn (Pedregosa et al., 2012), Keras (Charles, 2013) 
and Tensorflow libraries (Abadi et al., 2016; GoogleResearch, 2015). 

Briefly, this repository contains the following files: 

1. Read input tabular data (including generate training, validation and testing subsets; scaling 
features and binarize targets, i.e our outcomes of interests such as cardiometabolic diagnosis 
or events) 

2. PCA feature reduction: a commonly used feature reduction and engineering method 

3. Commonly used Scikit-learn models (including ensemble models) for tabular data. 

4. Scikit-learn model hyperparameter search (covering a wide range of models and 
hyperparameters, and all of the commonly used search algorithms)  

5. Multilayer perceptron (MLP) model:  A neural network model suitable for tabular data. 

6. Hyperopt search for MLP: Hyperparameter search algorithm for the MLP models using 
Hyperopt (http://hyperopt.github.io/hyperopt/) 

7. Ensemble-MLP model: generate ensemble MLP model and stabilized predictions 

8. Seq2Seq model with GRUs (Dey & Salem, 2017; Wu et al., 2016): a longitudinal neural network 
model that will use time-series data input and predict the future events or event serials (Y. 
Zhang-James, Hess, et al., 2021). 

9. Feature importance analysis:  a collection of various methods to examine and extract feature 
importance scores for various of models.  
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3. Conclusion 

We have now completed D6.1. These models (and their supporting methods) are freely available for 
the scientific community and will be readily implemented in our next phase analysis as soon as the 
data access and/or transfer are complete. 
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